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Abstract 

This paper analyses artificial intelligence (AI) technology from a business social 

responsibility perspective. It applies various corporate social responsibility frameworks, 

including Rubin and Carmichael’s (2018) inherent negatives concept, stakeholder theory, and 

triple bottom line theory, to identify aspects of the AI technology that pose potential risks to 

societal order. The paper uses textual and context review and analysis of literature, studies and 

current AI news reports, as well as analysis of video content and speeches in the public domain, 

with focus on the United States (US). The inherent negatives identified are: jobs elimination due 

to the automation of mechanical tasks, dehumanization of work, algorithmic bias, insufficient 

data sets, lack of algorithm transparency and complex systems interdependence. The paper 

defines these inherent negatives, provides evidence of existence and explores business social 

responsibility implications, including the role of philanthropy. The discussion then turns to 

current governmental action that addresses the AI space, explaining the European Union’s 

General Data Protection Regulation (GDRP) as well as other AI reports in the US and the United 

Kingdom. It also addresses some of the recently formed non-governmental organizations 

(NGOs), some born out of philanthropic efforts, that are working to balance AI’s inherent 

negatives. Lastly, this paper outlines areas for future AI business social responsibility study. 

 

Keywords: Algorithm, artificial intelligence, bias, data, GDPR, inherent negatives, job 

elimination, NGOs, social responsibility, stakeholders, triple bottom line. 

Introduction 

The Merriam-Webster dictionary defines artificial intelligence (AI) as the capability of a 

machine to imitate intelligent human behavior. Research company IDC predicts that by 2021 

organizations will spend $52.2 billion annually on AI-related products. Economists and analysts 

believe businesses will realize billions in savings and gains from their AI investment (Vanian, 

2018). In other words, AI is big business. 

Talk about AI’s potential can be traced back to the 1950s, with Alan Turing defining AI’s 

ultimate realization as the moment when “a human communicating with a machine will not be 

able to distinguish the machine’s response from a human’s response” (Kile, 2012). By Turing’s 

definition, AI became a reality on May 8th, 2018 when Google unveiled Google Duplex, a chat-

box capable of maintaining a natural conversation in which humans were unable to recognize 

they were interacting with a robot (Ghaffary, 2018). This is a remarkable technological 

achievement. It is also a moment of reckoning for society. Are there social drawbacks to AI? 

This paper analyzes AI technology from a business social responsibility perspective, 

applying Rubin and Carmichael (2018) inherent negatives framework to identify aspects of the 

technology that pose potential risks to societal order, the steps taken to address those risks thus 
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far and outlines areas for future study. The paper uses textual and context review and analysis of 

literature, studies and current AI news reports, as well as analysis of video content and speeches 

in the public domain, with focus on the United States (US). 

How does AI work? 

During the 2017 Stanford Graduate School of Business talk Artificial Intelligence is the 

New Electricity, Andrew Ng explained that the AI deployed today mostly leverages supervised 

learning, using a large data set to understand and predict the response to a specific question, or 

“map an A to B response”. For example, if a developer wants the AI system to recognize a dog, 

the system will be fed millions of dog images in order for the algorithm to identify as many dog 

characteristics as possible. Computer science professionals have been working on developing 

these capabilities for years. Recent advancements on the supervised learning branch of AI have 

been made possible by the convergence of the availability of large data sets, increased computing 

speeds and improved storage capabilities, which together enable deep learning. With deep 

learning, computer networks process enormous amounts of information, recognizing patterns 

quickly, and with less coaching from humans, which accelerates new product development 

(Vanian, 2018). In the dog example, the AI system’s deep learning lower layers recognize simple 

things like outlines or color; higher layers recognize complex details like fur or eyes, and the 

topmost layer brings it all together to identify the picture as a dog (Knight, 2017). 

Society has benefited tremendously from these advancements. Recommendation engines 

like Netflix and You Tube allow consumers to easily find content that fit their taste. Free online 

tools simplify the important, albeit tedious, task of creating citations for academic work. From 

traveling and mapping tools like Kayak and Waze, that allow consumers to save time and 

money, to financial products that monitor fraud, AI applications surround the consumer today 

and their presence will continue to increase (Gordon-Murnane, 2018).  

Understanding the social impact of developing and using AI technology in business is 

critical because this technology is already extensively leveraged and it impacts a wide range of 

stakeholders. Stakeholders are typically defined by their interest in a corporation (Vogel, 2005). 

For the purpose of this analysis, a stakeholder is broadly defined as anyone who is affected by 

the mass deployment of AI technology, among them: consumers, businesses, suppliers, 

shareholders, employees, unions, governments, academic institutions, media outlets, non-

governmental organizations (NGOs) and advocacy groups. 

What are the inherent negatives of AI? 

Like any other business, advancements in AI also have negative aspects that are part of 

the process, which if unchecked, can exacerbate already troublesome global societal trends such 

as economic inequality and poverty. Rubin and Carmichael (2018) define inherent negatives as 

“business risks derived from the negative stakeholder impact of latent attributes in a given 

business model”. Using this definition, jobs elimination due to automation of mechanical tasks, 

dehumanization of work, algorithmic bias, insufficient data sets, lack of algorithm transparency 

and complex systems interdependence are inherent negatives that must be addressed when 

designing AI systems. The following section describes each concept in detail, offering 

definitions, examples and hypotheses on possible societal implications. 

https://youtu.be/21EiKfQYZXc
https://youtu.be/21EiKfQYZXc
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Jobs elimination due to automation of mechanical tasks 

As previously explained, AI systems work by imitating human behavior based on a large 

number of examples. Ng (2017) articulated a rule of thumb for product managers regarding AI 

implementation: anything that a typical human can do with at most a second of thought can 

probably be automated with AI now or soon. 

Thus far, this process has worked best in tasks that are highly repetitive. It is not 

surprising that industries like manufacturing have implemented AI systems to cut costs on 

repetitive processes such as assembly line production. In the US, the human toll of this 

productivity measure has been the loss of the moderately paid jobs that fueled the American 

middle class during the second half of the 20th century. As of 2016, five million manufacturing 

jobs were lost in the US, with 88% of that loss attributed to automation made possible by AI 

systems (Long, 2016). 

The retail vertical is also undergoing an AI-fueled transformation. Walmart, the biggest 

non-government employer in 22 states (Desjardins, 2017), is experimenting with robot janitors 

and grocery pickers (Meyersohn, 2018). Amazon, US’s second $1 trillion company (Bhattarai, 

2018) and one of the top three retailers in the world, along with Walmart and Alibaba (O'Grady, 

2018), has not only famously automated its warehouses using robots ("Amazon Warehouse 

Robots: Mind Blowing Video", 2016), but is also aggressively experimenting with completely 

self-serving brick and mortar stores (Amazon Go, n.d.). 

On the farming and agriculture front, AI systems have been used in novel ways. Kile 

(2012) cites Cooper and Sigalla 1996 & Sigalla 2000 in examples of automation of the milking 

process, where a chip is implanted on a cow to monitor milk production and quality, allowing the 

cow to remain in a pasture until it needs to be milked. At the time of milking, the cow goes to a 

gate that opens automatically and proceeds to enter a completely automated milking facility. A 

quick internet search reveals dozens of AI solutions specifically designed for the milking 

industry (Appendix A). 

While these measures increase productivity and consequently, shareholder value, they 

also have vast societal impact. Applied AI systems can displace humans partially or completely 

and reduce the availability of mid and low-wage job opportunities typically fulfilled by people 

without a college degree. The elimination of these jobs becomes a critical social issue when 

juxtaposed with the educational attainment US census report that found 68% of adults 25 years 

old or older do not have a college degree (U.S. Census Bureau, 2016). Educational attainment 

does not change much when examined by gender; 67% of females and 68% of males do not have 

a college degree (there was no data available for LGBTQ demographics). However, the analysis 

shows stark differences when examined across racial demographics: 46% of Asians, 67% of 

white, 78% of blacks and 85% of Hispanics do not have a college degree, which suggests AI-

fueled jobs elimination may disproportionately impact already marginalized communities. This 

is perhaps the most salient inherent negative of AI today. 

AI-fueled automation enabled by deep learning is expected to also impact white collar 

professions in the near-future. Management consulting firm McKinsey predicts that about 30% 

of the activities in 60% of all occupations could be automated (Manyika & Sneader, 2018). 

Increases in underemployment and unemployment can contribute to rising economic inequality 

across the globe, which in a doomsday scenario could lead to mass idleness and increases in 

social issues like substance abuse and criminality (Kile, 2012). 

Doomsday scenarios are avoidable. The same McKinsey report points out that AI 

systems will create additional labor demand of between 555 million and 890 million jobs 
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globally (Manyika & Sneader, 2018), including increased demand across verticals such as 

healthcare and infrastructure. They also point out that 8% to 9% of this demand will be in 

entirely new occupations. The study highlights the need to develop workforce differently, 

emphasizing a combination of technology with social, emotional and cognitive skills over 

physical and manual skills (Manyika & Sneader, 2018). Forbes Insights goes a step further, 

envisioning specific new jobs that will directly work on AI systems: Trainers, who will teach AI 

systems how to perform; Explainers, who will bridge the gap between technologists and business 

leaders by explaining complex algorithms to non-technical professionals; and Sustainers, who 

will ensure that AI systems are operating as designed ("What Are The New Jobs In A Human + 

Machine World?", 2018). Job creation predictions sound encouraging, but these predictions must 

be further scrutinized due to their association to AI developers. McKinsey is part of Partnership 

for AI, a think-tank founded by tech companies that develop and sell AI, and Forbes’ article 

“What Are The New Jobs In A Human + Machine World” was paid by Intel AI (Appendix B). 

To be successful implementing AI technology to the benefit of society, businesses, 

unions, governments, NGOs and other stakeholders will need to collaborate to reimagine and 

structure AI workforce development programs and employment expectations.  

Dehumanization of work 

Humans working alongside and collaborating with machines sounds like a science fiction 

movie, but it is already a reality for millions of workers around the world. AI systems enable 

people and machines to work together, changing the way work is performed and creating new 

business dynamics. ("What Are The New Jobs In A Human + Machine World?", 2018). 

Managers are expected to balance humans and machines as productivity demands 

continue to increase. Recent evidence indicates that without the proper guardrails, management 

expectations of human labor could shift, possibly demanding humans behave like machines. 

Amazon, an AI pioneer, has been widely criticized for their working conditions and low wages 

in fulfillment centers (Amazon Employees Speak Out About Workplace Conditions | NBC 

Nightly News, 2018). In a harrowing exposé, The New York Times’ podcast The Daily 

described how XPO Logistics, a warehousing vendor for some of the biggest retailers in the 

world, ignored a pattern of work-related miscarriages for women working at a Verizon 

warehouse in Memphis, TN - while demanding pregnant employees continue with duties that 

included heavy lifting - in order to achieve instant delivery production goals ("The Human Toll 

of Instant Delivery", 2018). 

Management treating laborers like machines is not a new dynamic. From slavery to 

sweatshops, it seems like unrestrained, humans will abuse power. Reich (2007) argues that these 

abuses are the logical consequence of intensifying competition to give consumers and investors 

better deals in an environment where laws have not been enacted to protect citizens from the 

social consequences of a changing technology landscape. As long as the deals are legal and they 

satisfy consumers and investors, corporations will pursue them (Reich, 2007). Companies that 

develop or leverage AI anywhere in their supply chains to increase productivity should not only 

ensure that current labor laws are respected, but they should also create specific and prescriptive 

management guidelines that ensure humans continue to be treated with dignity within 

human/machine collaborative environments. Yet, in the absence of laws requiring companies to 

do so, will they? Consumers should try to understand the human consequences of cheaper prices 

and services like same day delivery and demand humane treatment for all workers. But will 

consumers sacrifice consumeristic convenience in the name of human dignity? 
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Algorithmic bias and insufficient data sets 

Ng (2017) explained that developers use massive amounts of data in order to train AI 

systems. In other words, a human formulates a question, determines the correct answer to that 

question, and then teaches the algorithm how to arrive at the predetermined correct answer by 

using a lot of examples. This process works well when questions and answers are universally 

objective, like the result of a mathematical equation or the chemical composition of a substance. 

However, during the 2017 Ted Talk “The era of blind faith in big data must end”, Cathy O’Neil 

pointed out that this seemingly democratic process in reality carries human cognitive bias when 

applied against real world challenges where judgement calls are necessary to reach an answer. 

A cognitive bias is anything that skews how the brain processes information (SciShow, 

2015). When people analyze information, their brains are comparing the new information to 

biases in order to form an opinion (SciShow, 2015). Everyone has biases, including the 

developers designing the algorithms and testing the results. Practical evidence strongly suggests 

algorithmic bias is another inherent negative of AI systems. 

The AI development process has shown weaknesses in the form of algorithmic bias in 

several ways and for different reasons. First, the data itself may carry bias. Computer science 

already has a concept that can be applied to this situation: "Garbage In, Garbage Out.", which 

implies bad input will result in bad output (GIGO, n.d.). For algorithmic AI training this concept 

could be applied as “Bias In, Bias Out”. Just as good programming practices dictate that 

functions should check for valid input before processing (GIGO, n.d.), good AI practices should 

require data sets to be reviewed for bias before deeming them valid for model training. This is 

not a simple proposition because developers may not recognize the bias in the data until the 

model is trained, and then only if the bias is so pronounced that it makes results obviously 

skewed. For example, in 2014 Amazon ended the development of a recruiting AI tool because 

the program learned to discriminate against women (Hamilton, 2018). The AI tool downgraded 

resumes containing the words "women's" and filtered out candidates who had attended two 

women-only colleges (Hamilton, 2018). It seems that the data used to train the AI system 

consisted of predominantly male resumes submitted to Amazon over a 10-year period. The 

system concluded that men were preferable (Hamilton, 2018). In this example, the developers 

could have reviewed the demographic composition of the data to ensure it was objective, but 

they would not have been able to correct the bias. Public records show that Amazon’s workforce 

does have a male bias. Only 39% of the Amazon global workforce are women (Molla, 2018) and 

that is reduced to 27% when looking only at technical positions; therefore, both the data and the 

system’s conclusion were correct, but biased - “Bias In, Bias Out”. AI systems results’ testing 

may benefit from extensive correlation vs. causation analysis to ensure that the algorithm does 

not assume causation when it identifies correlation. It is important to recognize that by shutting 

down the hiring tool project, Amazon signaled that it does not want to perpetuate the female 

hiring bias in the future. 

Amazon’s failed AI hiring tool example also points to a second data issue that directly 

affects algorithmic bias - insufficient data. Even if the company wants to correct for an existing 

bias, there is not enough data available to train the system to reach a different conclusion. 

Amazon has done some work trying to correct the insufficient data issue in a different space, 

food rotting, using oversampling (Vanian, 2018). Oversampling is a computer science technique 

where developers direct how the algorithm learns by assigning heavier statistical “weights” to 

underrepresented data (Vanian, 2018). While promising, this technique also carries human 

judgement calls that may introduce bias: who decides how much correction is necessary?  

https://www.ted.com/talks/cathy_o_neil_the_era_of_blind_faith_in_big_data_must_end
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Judgement calls are a third issue with algorithmic bias and data. AI models have failed 

when answers to questions are a matter of opinion rather than fact and involve many judgement 

calls (O’Neil, 2017). For example, in 2016 Beauty.AI launched a contest where artificial 

intelligence would determine which faces most closely resembled “human beauty”, from pictures 

submitted from around the world. Roughly 6,000 people from more than 100 countries submitted 

photos in the hope of being recognized as beautiful (Levin, 2016). The AI system returned 

results that filtered out dark skins. In this case the incoming data set was wide and representative 

of many different examples, but the model was trained much more narrowly using a western, 

white sample to establish standards of attractiveness. These standards may have been more 

closely aligned with the developers’ perception of beauty, and did not include enough minorities, 

ignoring that different parts of the world have different beauty standards. 

Representation is also an issue with data. Personal assistants like Apple’s Siri, Google’s 

Assistant and Amazon’s Alexa use a mix of voice recognition, noise reduction, search and other 

machine learning systems to work. Ng (2017) explained that these systems have been thoroughly 

tested in English and Chinese Mandarin, which at first glance are the top two most spoken 

languages in the world. However, when language data is filtered by primary language, Spanish 

replaces English as the second most spoken language. What pushes English to the second place 

in total numbers is the immense amount of people that speak English as a second language (Most 

Widely Spoken Languages in the World, n.d.). Therefore, spoken English around the world is 

most likely to have some accentuation, instead of sounding neutral as it does on TV. It is 

reasonable to question whether the current voice recognition models have been trained with 

enough data to fully recognize the range of spoken English - a quick search of “Alexa fails” 

seems to indicate it has not (Appendix C). Furthermore, there are over 7,000 languages spoken in 

the world today, and around 2,000 of those have an average of 1,000 speakers.  Will there ever 

be enough samples to train voice recognition systems on these languages? While “Alexa fails” 

are somewhat of a joke today when people ask AI-powered personal assistants to play a tune or 

describe the weather, the question of representation becomes much more important when, for 

example, biometric devices start incorporating voice recognition as a means of identification and 

access (Gordon-Murnane, 2018). 

In another failed AI example, users quickly transformed Microsoft chatbot Tay from the 

“trained” AI personality of a teenage girl to sex-crazed neo-Nazi in less than a day (Metz, 2018). 

Developers did not foresee users giving hateful input and had not built any logic to ignore it. Tay 

is a useful example of what can go wrong when an AI model is unleashed to learn and adapt 

using real time input without guardrails. 

Questions about judgement and representation on AI algorithms force an examination of 

the developers’ demographic composition. A review of diversity in the US workforce for the top 

tech giants’ technology positions - the positions that are likely responsible for creating and 

testing AI algorithms – indicates women are underrepresented: Amazon has the most women at 

27%, followed by Apple at 23%, Google at 20%, Facebook and Microsoft at 19% (Molla, 2018). 

Is it any wonder that the Amazon’s AI hiring tool concluded men are a better fit? The data is 

more disheartening when looking at race composition in the US tech workforce: at Amazon only 

2.6% of tech positions are filled by black employees and 3.5% are filled with Latinx employees; 

at Apple 7% are black and 8% are Latinx; at Google and at Facebook 1% are black and 3% are 

Latinx; and at Microsoft 2.7% are black and 4.3% are Latinx (Molla, 2018). Lack of diversity in 

tech departments may be one of the reasons experiments like Beauty.AI suffered from bias-

through-omission when choosing the data to train the AI model. These issues become even more 

http://beauty.ai/
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pressing with increasingly sophisticated AI systems, such as startup Affectiva, which promises to 

“emotion-enable apps, devices and digital experiences, so these can sense and adapt to facial 

expressions of emotion”. Given the ample evidence of algorithmic bias and the dramatic cultural 

differences on what qualify as appropriate when showing emotion among different groups in the 

US and around the world, training an algorithm to identify emotions effectively requires careful 

consideration and enormous amounts of data to guarantee proper representation. 

Algorithms are also built with a business bias toward selling. Facebook’s extensively 

documented blunders during the 2016 election show how its algorithm was designed to serve 

users articles that were popular with their friends, in some cases reinforcing bias and spreading 

misinformation, to increase time spent on site and exposure to paid advertising. While successful 

on increasing profitability, these algorithms alienated users into information bubbles whose 

effects are still being studied (Borchers, 2018). 

In a piece on voice recognition devices for The Atlantic, Shulevitz (2018) points out that 

unlike an internet search where users are exposed to various answers to the same question, AI-

powered personal assistants only give the user what the algorithm determines is the best answer. 

Taking into consideration the multiple biases the data could contain, from unconscious biases 

embedded in the data, to unrepresentative samples to bias towards selling, it is important to 

consider whose perspective of “best” consumers really are getting in this unique result. 

Companies must consider creating new frameworks to ensure algorithms are pressure-tested to 

eliminate or at least minimize bias. 

Lack of algorithm transparency and complexity 

AI algorithms are a competitive advantage and they are fiercely protected. Secrecy is 

important to stop competitors from quickly duplicating systems. In deep learning AI systems that 

continue to learn and make connections as data becomes available, even the engineers that built 

the initial algorithms are not able to explain exactly how the system evolves and determines 

results (Knight, 2017). This lack of algorithm transparency becomes an inherent negative, 

particularly when the system results are unexpected. 

The average consumer is not able to explain, for example, how Alexa can create a music 

station with just a few instructions, or how Stitch Fix found the perfect jeans. In these trivial 

scenarios, suddenly getting a country song on a Latin rock station or receiving an ill-fitting 

blouse are nothing more than small glitches without major repercussions. However, deep 

learning AI systems are being actively used on everything from policing to healthcare 

applications, to banking. Understanding how the algorithm made a decision becomes critical in 

these scenarios (Knight, 2017). Rudin and Wagstaff (2014) argued that a predictive model 

cannot truly be useful unless a human understands it, regardless of how accurate it is. Current 

applications of AI, such as recommendations to treat illness are exposed to the very real 

possibility that the algorithm may not have taken into consideration a unique individual detail, 

highlighting the need for human understanding of AI reasoning. 

Algorithmic secrecy is not the only complexity in the current and future implementation 

of AI systems. In order to create the breakthrough insights that the business demands, AI systems 

are highly interconnected, acquiring data from multiple sources at multiple times. These systems 

are supported by complicated hardware infrastructures, from microchips to data servers and rely 

on internet connectivity. This interdependence paired with the lack of transparency in the 

algorithm makes it very complicated to find answers when things go wrong, as evidenced by 

Uber’s self-driving car accident that resulted in one fatality in May 2018 (O'Kane, 2018). Uber 

determined that the mistake was in the algorithm, which may have “decided” it did not need to 

https://www.affectiva.com/what/products/


The International Journal of Management and Business, Vol. 10_S, December 2019 
 

81 

take evasive action even though it saw the pedestrian (O'Kane, 2018). However, the mistake 

could have been in the hardware (did the sensors see the pedestrian?), the speed of reaction (did 

the system have enough time to take evasive action?) or at multiple other points of automatic 

decisions that are part of this system. In this example Uber determined what the mistake was, but 

it was not able to explain specifically why the mistake happened. Their best explanation was that 

the system possibly flagged the pedestrian detection as a “false positive”. In a life or death 

situation, is society willing to accept possibly as the best explanation a company can offer? 

Are AI’s inherent negatives being addressed? 

The good news about inherent negatives is that once negatives are identified, companies 

can work to minimize or eliminate harm. AI systems are no exception and some promising work 

is already underway. 

Governments across the globe are actively defining governance models for AI, even 

though there is no consensus on the best path forward. An analysis of three 2016 (Obama 

administration) Office of Science and Technology Policy reports concludes that the US 

government’s understanding of AI relies heavily on the liberal notion of the free market, where 

the vision of the government’s role as a regulator is limited (Cath, Wachter, Mittelstadt, Taddeo, 

& Floridi, 2018). Nevertheless, these reports acknowledge some of the social impacts of AI, such 

as the likelihood of jobs elimination and the need for government to develop public policy to 

ensure that AI does not increase economic inequality (Cath, Wachter, Mittelstadt, Taddeo, & 

Floridi, 2018). The 2016 reports also recognize the need for open and unbiased data sets and the 

need for more diversity in algorithmic development, although they do not offer tangible steps to 

address the issues (Cath, Wachter, Mittelstadt, Taddeo, & Floridi, 2018). The 2018 White House 

Summit on Artificial Intelligence for American Industry report (Trump administration) indicated 

that the summit focused on AI research and development, workforce development, regulatory 

barriers to AI innovation, and sector-specific applications of AI. Notably missing from this 

agenda was explicit focus on ensuring that AI’s benefit is extended to all society. It remains to be 

seen how the US government will enact policy, as effects of AI on society become more evident 

and prevalent. 

Government in the European Union (EU) and the United Kingdom (UK) has been much 

more proactive than the US. The EU’s 2016 Civil Law Rules on Robotics treats AI as an 

enabling technology to robotics, but it calls for specific action along several social fronts: 

implementation of employment forecasts to monitor job trends; refocusing educational goals to 

develop the workforce, especially women, with the necessary digital skills; consideration of a 

new tax to offset the revenue loss and societal negative effects that can potentially be caused by 

unemployment, underemployment and economic inequality; and consideration of obligatory 

disclosures of savings made in social security contributions due to automation (Cath, Wachter, 

Mittelstadt, Taddeo, & Floridi, 2018). The EU report also recommends the creation of a 

‘‘European Agency for Robotics and AI’’, to monitor AI trends and envisioning its future 

impact, and with advising public players (Cath, Wachter, Mittelstadt, Taddeo, & Floridi, 2018). 

The UK’s 2016 House of Commons’ Science and Technology Committee report on AI calls for 

both reliance on existing regulation and for development of new regulatory frameworks. In 

addition, the report suggests the creation of an independent commission to organize public 

debate about AI challenges (Cath, Wachter, Mittelstadt, Taddeo, & Floridi, 2018). 

Moving beyond policy discourse to policy implementation, the General Data Protection 

Regulation (GDPR) went into effect in the EU on May 25, 2018 (Kaminski, 2018). The GDPR is 
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a set of rules on algorithmic accountability that imposes transparency, process, and oversight on 

the use of computer algorithms to make significant decisions about human beings (Kaminski, 

2018). Practical policing of accurate implementation of GDPR rules remains a challenge for the 

EU government, but the law signals the government’s willingness to act in favor of societal order 

(Kaminski, 2018). 

In addition to governmental action, several NGOs have formed in the last few years to 

investigate, highlight and address some of AI’s inherent negatives in different ways, among 

them: the Center for Humane Technology, led and funded by a team of ex-industry insiders; AI 

NOW Institute, an NYU AI research think-tank; Algorithmic Justice League, a collective with 

the mission to fight algorithmic bias; AI 4 ALL, a youth education effort led by a partnership of 

universities across the US; the Leverhulme Centre for the Future of Intelligence,  a University of 

Cambridge AI research think-tank; and the Ethics and Governance of AI Initiative, an ethics-

focused partnership among several NGOs. Several self-regulating industry organizations have 

predictably formed as well, among them: Future of Life Institute and Partnership on AI. 

Conclusion 

AI is an exploding, fast-moving discipline that has already irreversibly changed 

consumers’ expectations on consumption. From delivery speed to personalization, AI has opened 

consumers’ eyes to a world of new possibilities. Yet, as with all technology, progress comes at a 

cost. AI runs the risk of exacerbating some of the social issues that the United Nations’ 

Sustainable Development Goals are working to address, such as economic inequality and poverty 

(About the Sustainable Development Goals, n.d.). Moreover, AI impacts are far-reaching, 

affecting a wide range of stakeholders at a global scale. 

Handy (2003) argued that in a knowledge economy - one dependent on intellectual 

capital, rather than goods production - good business is a community with a purpose, not a piece 

of property. With the decline of manufacturing businesses and the rise of technology companies, 

the current US economy appears to have crossed the threshold from industrial to knowledge 

economy. The 2017 Cone Communications CSR Study found that 78% of consumers want 

companies to address important social justice issues, and 76% of consumers will refuse to 

purchase a company’s products or services upon learning it supported an issue contrary to their 

beliefs. These findings indicate that current consumer attitudes support Handy’s definition of 

good business. Handy (2003) also defined purpose as “not to make a profit, but to make a profit 

in order to do something better”. Using Handy’s framework, in order to be successful, 

technology companies designing and leveraging AI systems must invest time and effort 

deliberately defining the “something better” that will guide their business, help them craft 

appropriate strategies to address AI’s inherent negatives and realize the technology’s potential to 

the benefit of the economy and society. 

International and Managerial Implications 

This paper has outlined some of the inherent negatives of AI technology evident today 

from a business responsibility perspective, but much research is needed to fully understand the 

effects of these negatives on different stakeholder groups and to devise strategies on how to 

address them. Furthermore, this list is by no means exhaustive - AI impacts on the environment, 

human psychology, politics and many other sociological areas were not examined. Some of the 

most immediate areas in need of exploration for the business social responsibility practice are: Is 

http://humanetech.com/
https://ainowinstitute.org/
https://ainowinstitute.org/
https://www.ajlunited.org/
http://ai-4-all.org/
http://lcfi.ac.uk/
https://aiethicsinitiative.org/
https://futureoflife.org/
https://www.partnershiponai.org/
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it possible to build more inclusive algorithms by diversifying the developer workforce? How can 

the AI industry’s impact on economic inequality be measured? How should workforce 

development programs and academic institutions evolve in order to accommodate the needs of 

both businesses and potential employees? Should AI system users be not only informed, but 

compensated for the data they provide? Do companies that leverage AI have a responsibility to 

maintain human dignity? Do consumers have a responsibility to understand the impact of 

consumption and convenience on an AI-driven society? What’s AI’s environmental impact? 

Analyzing the AI industry through the Triple Bottom Line (People, Planet, Profit) 

corporate social responsibility lens, it seems that the industry has invested a considerable amount 

of resources maximizing profits for itself and across industries, benefiting the economy - the 

“Profit” dimension. However, the industry has not addressed the “People” and “Planet” 

dimensions. Rudin and Wagstaff (2014) observed that research efforts in AI are not distributed 

according to the needs of society. The implementation of the EU’s GDPR signals that managers 

in the industry must begin to consider equal investments in “People”, analyzing how operations 

impact not only employees’ wellbeing, but society in the form of economic inequality and 

poverty around the globe. Moreover, even though current laws are not yet demanding this, 

leaders must also begin to consider investments in “Planet” to understand, address and minimize 

the operational impact of AI on the environment. 

The AI industry is creating societal dynamics that demand holistic re-imagination of the 

way society works. Efforts to address societal issues must include input from fields ostensibly 

unrelated to technology, such as philosophy and the humanities. To be effective, this work will 

require evolved governance and stakeholder collaboration models (Aakhus, & Bzdak, 2015) that 

reach across disciplines and countries to place social issues at the center of discourse and 

solution-seeking efforts. 
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